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ABSTRACT
Augmented Reality (AR) is a technological tool that provides interactive experiences to the user by overlapping virtual objects in a real environment. This paper presents a tool developed using augmented reality to study and teach robotic manipulators, focused on universities without the economic resources to acquire a serial manipulator. Three programs were developed that allow the student to visualize and rectify essential concepts of robotics such as the transformation of coordinate systems, Denavit - Hartenberg methodology, and configuration of a robotic manipulator, among others. The application allows the student to interact virtually with different manipulators, control the robot’s joints using the keyboard, and visualize real-time distances and parameters concerning a fixed coordinate system on the screen. Considering that the manipulators are rendered, it is possible to perform path planning and collision analysis on a path given by the user. The application is easily modifiable, including new manipulators and developing didactic strategies for students.
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Innovaciones en la Enseñanza de la Robótica: Realidad Aumentada

RESUMEN
La Realidad Aumentada (RA) es una tecnología que proporciona experiencias interactivas al usuario superponiendo objetos virtuales en un ambiente real. En este trabajo se presenta una herramienta desarrollada usando realidad aumentada para el estudio y enseñanza de manipuladores robóticos, dirigida especialmente a universidades sin los recursos económicos para adquirir un manipulador serial. Fueron desarrollados tres programas que le permiten al estudiante visualizar y rectificar conceptos esenciales de la robótica como: transformación de sistemas coordenados, metodología de Denavit–Hartenberg, configuración de un manipulador robótico, entre otros. El aplicativo permite al estudiante interactuar de manera virtual con diferentes manipuladores, controlando mediante el uso del teclado las articulaciones del robot, y visualizando en pantalla en tiempo real distancias y parámetros respecto a un sistema coordenado fijo. Teniendo en cuenta que los manipuladores se encuentran renderizados, es posible realizar análisis de trayectoria y colisiones en un recorrido dado por el usuario. El aplicativo es fácilmente modificable, lo que permite la inclusión de nuevos manipuladores y el desarrollo de estrategias innovadoras.
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INTRODUCTION

Technological advancements have compelled traditional teaching models to incorporate them for educational interaction (Viñas, 2021). Augmented reality (AR) combines physical objects with virtual elements in real time, creating an immersive educational experience (Hernández et al., 2017). Multiple studies have shown that integrating AR into the educational process generates formative experiences, improves student motivation, and provides satisfaction (Rivadulla & Rodríguez, 2020). This modality also fosters users’ imagination, creativity, and engagement with the subject (Cabero-Almenara et al., 2018). Additionally, the economic benefits of AR implementation are recognized, as it consumes 90% less energy than traditional methods and avoids expensive equipment acquisition through virtual components (Alahmari et al., 2019, Nuñez, 2014). The use of AR in robotics can be categorized into route planning, which involves incorporating trajectories with obstacles and preferring the path that consumes less energy (Fang et al., 2012); training, where the operation of the manipulator is indicated to the user through signals, reducing training hours (Makhataeva & Varol, 2020); and determining the orientation of the end effector concerning an established reference system (Chong et al., 2009). The application promotes the implementation of economically viable and accessible educational processes by allowing users to interact with serial manipulators in a physical environment (Akçayır, & Akçayır, 2017). It aims to strengthen fundamental concepts in direct kinematics, such as linear transformations, homogeneous transformation matrices, the Denavit-Hartenberg methodology, and types of joints, among others. Its focus is especially relevant for universities and educational institutes facing economic limitations in acquiring commercial manipulators.

METHODOLOGY

The application aims to strengthen concepts related to the operation of serial manipulators, and further elaboration proceeds.

Denavit-Hartenberg Methodology

When converting a three-dimensional object to a virtual space, the use of homogeneous coordinates is appropriate because, when scaled, they maintain their relative position concerning other points. They are ideal for performing matrix transformations that represent and manipulate objects in a virtual environment (López-Villagómez et al., 2022). The Denavit Hartenberg methodology allows determining
the location of the inertial systems of the joints of a serial manipulator, this is possible by defining the relative transformations between consecutive coordinate systems SC_((i-1)) and SC_((i)), through four parameters (Ding & Liu, 2018). Below are presented all the transformations between coordinate systems expressed by these parameters.

A translation of \(d\) units in the direction \(Z_{i-1}\).

A rotation of \(\theta\) degrees around the axis \(Z_{i-1}\).

A translation of \(a\) units in the \(X_{i-1}\) direction.

A rotation of \(\alpha\) degrees around the \(X_i\) axis.

Where \(i\) refers to the current joint, \(i = \{1, 2, \ldots, \#Joints\}\).

The matrix with the same general expression can express the transformation between consecutive coordinate systems (Corke, 2007, Steinparz, 1985) The following equation obtains the transformation between the inertial coordinate system and the end effector for a robotic manipulator with \(n\) degrees of freedom.

\[
H_{0n} = H_{01} * H_{12} * \ldots * H_{n-2} * H_{n-1n} \quad (1)
\]

Equation 1 determines the complete transformation, where the matrix \(H_{0n}\) contains the relative rotation and translation operations between the coordinate systems. \(H_{(i-1)i}\) is the Denavit-Hartenberg matrix for the consecutive coordinate systems of the joints established in the methodology.

**Homogeneous transformation matrix**

A transformation matrix contains information about the rotation, translation, or deformation of a coordinate system concerning another, in this case, the transformation between the coordinate system of the camera \(\{X_c,Y_c,Z_c\}\) and the one located at the center of the marker \(\{X_0,Y_0,Z_0\}\) (Figure 1).

The homogeneous transformation matrix (Figure 2) presents a tensor that divides into two parts:

An \(R\) array with dimensions 3 x 3 that stores all the rotations and a column vector \(P_{xyz}\) that contains the necessary translation between the coordinate systems in each reference axis (Pérez et al., 2014).

Throughout the study, the researchers used homogeneous transformation matrices that were obtained in two ways depending on their application. Matrices representing the transformation between the camera and the coordinate system of the marker were used. (Figure 1) were calculated using Processing.
software, and the transformation matrices of the robotic manipulators were obtained using the Denavit-Hartenberg methodology.

**Figure 1.** Coordinate systems and transformation matrices between the camera and augmented reality markers

Source: Authors

**Figure 2.** Homogeneous transformation matrix.

\[
H_{C0} = \begin{bmatrix}
R & p_{xyz} \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

Source: Authors

**Augmented Reality**

Figure 3 displays the essential components required to initiate the application and a general outline of its functionality. Firstly, the camera captures an image of the environment where the activity will take place. Then it undergoes a segmentation and identification process, following the approach proposed by (Gupta & Rohil, 2017), to recognize predetermined markers. These allow the dimensioning of the workspace based on the methodology described by (Hirzer, 2008). After identifying the marker’s, rendered objects are displayed for the selected application.

The elements shown in Figure 2 are economically accessible for educational purposes and do not represent a significant expense. The camera used in the implementation does not require high resolution,
allowing for the use of the built-in camera in the computer. The user can choose the size of the markers and obstacles, which allows for flexibility in their design. This study employed markers of 7 x 7 cm and a USB camera with a resolution of 1080 x 720 px.

**Figure 3.** Components used in augmented reality. a) Computer. b) Pre-established Kanji marker. c) Obstacle. d) High-definition USB camera, configured at a resolution of 640 x 360.

**DEVELOPMENT OF THE APPLICATION**

**CAD modeling**

Three manipulators with different degrees of freedom (DOF) were modeled. The second program includes the SCARA robot and a robot proposed by the authors. The third program implements the STANFORD robot (Figure 4). All components are exported in the 3D object (.obj) format to ensure compatibility with Processing software.

**Figure 4** Robotic manipulators used in program 2. a) Proposed robot of 4 DOF. b) Robot SCARA of 4 DOF. C) 6 DOF STANFORD robot.
Obtaining the homogeneous transformation matrix between the coordinate system of the camera and each of the markers is done through the NyARToolkit 3.0.7 library (GitHub, 2016). The development of transformation matrices between the base and the end effector utilizes the Denavit-Hartenberg methodology.

Figure 5 shows the functional diagram and the development of the Denavit-Hartenberg methodology for the proposed 4-DOF manipulator (Figure 4a). Presents the dimensions, coordinate systems, and necessary parameters. The process follows for the other manipulator models.

**Figure 5.** Robotic manipulators used in program 2. a) Proposed robot of 4 DOF. b) Robot SCARA of 4 DOF. C) 6 DOF STANFORD robot.

### Equations

\[ X_1 = 140 \cdot \cos(\theta_1 + 180) + 40 \cdot \cos(\theta_1 + 180) \cdot \cos(\theta_2) \quad (2) \]

\[ Y_1 = 140 \cdot \sin(\theta_1 + 180) + 40 \cdot \cos(\theta_2) \cdot \sin(\theta_1 + 180) \quad (3) \]

\[ Z_1 = dz - 40 \cdot \sin(\theta_2) + 30 \quad (4) \]

Equations (2), (3), and (4) present the coordinates of the end effector concerning the manipulator’s base. These coordinates are used to calculate the transformations of the end effector and the camera, including the matrices presented in Figure 1.
Implementation of augmented reality in processing

The programs were developed in the open-source software Processing (Processing Foundation, 2022) in version 4.0b8, which works with the JavaScript language (Netscape Communications & Foundation Mozilla, 2021). The program executes the following functions:

a) Camera calibration is necessary to extract 3D information and metrics from images. There are different techniques to obtain the intrinsic and extrinsic parameters of the camera (Viala & Salmerón, 2008). The Single Camera Calibrator Toolbox from MATLAB (The MathWorks, Inc, 2013) was implemented to obtain the parameters through a calibration session. For the pinhole camera (Juarez-Salazar et al, 2020), the following values were obtained: focal distances in pixels $f_x = 523.34$, $f_y = 524.64$, principal point $C_x = 304.69$, $C_y = 196.85$, radial distortion coefficients $K_1 = 0.3757$, $K_2 = 0.1167$, and tangential distortion coefficients $P_1 = -5.271E-4$, $P_2 = 2.281E-4$.

b) Functions related to the camera’s operation: link, capture, and rendering, implement the Processing video 2.0 library (Processing Foundation, 2022).

c) The NyARToolkit 3.0.7 library (GitHub, 2016) executes AR functions such as marker tracking, camera position estimation, and 3D object rendering.

Four complementary programs are developed for the learning of serial manipulators. These programs enable real-time interaction with the user through marker detection and keyboard usage.

RESULTS

Program 1

"Marker coordinate system" uses augmented reality (AR) to find the homogeneous transformation matrix between the camera and the markers, also calculates the parameters of interest between the markers, considering the camera as an inertial system. The program displays real-time information to the user at the bottom of the screen. This program is closely related to Program 1, "Marker-based coordinate system" which displays coordinate systems in the center of the markers, with the z-axis perpendicular to each marker and its origin at the center of the figure. The program presents the parameters of each marker measured concerning the reference system at the bottom of the screen, and
any changes in the orientation or position of the markers alter the parameters. Additionally, the program displays the distance between markers.

The user can observe these values in real-time and interact with the markers to see how each parameter changes.

Figure 6. Program 1, "Marker-based coordinate system"

Program 2

"Serial manipulators": This program aims to reinforce concepts such as types of joints, geometry, workspace, and the Denavit-Hartenberg methodology. The user can observe and operate the Scara manipulator and the model proposed through the computer keyboard, where each of the robot’s joints moves. The distances, coordinates and angles between the manipulators’ effectors are computed in real-time and displayed at the bottom of the screen, and the D-H matrices were calculated for each manipulator.

Source: Authors
**Figure 7.** Program 2 "Serial Manipulators": The program prints the angles and distances of the joints from left to right and the separation between the end effector concerning the marker. The program presents the same data for the next manipulator.

Program 3

The operation of the Stanford robot in Program 3 is like Program 2, but it differs in the implementation of the "kanji" marker and the Stanford manipulator with 6 degrees of freedom (Figure 4c).

**Figure 8.** Program 3 'Stanford Robot'

Source: Authors
Program 4

"Stanford Robot for Trajectory Analysis," employs the manipulator from Program 3 to allow the user to control the robot joints via the keyboard and record the desired movement. The joint variables for each configuration the robot frames are stored, and once the trajectory is over, the path that the virtual object that displaces the effector made is projected on the screen. The user can move the camera to obtain new perspectives and determine if the trajectory was performed without obstacles or unwanted collisions, as shown in Figure 9. Additionally, the program displays the workspace of this manipulator. It is noteworthy that any robotic manipulator can be modeled and integrated into the application with some programming modifications.

Figure 9. Program 4 'Stanford Robot for trajectory analysis'. Example of collision-free trajectory: a) Initial configuration of the manipulator, b) Front view of the trajectory, c) Side view, d) Top view, e) Workspace.

Source: Authors
DISCUSSION

The results obtained in the development of the program are satisfactory, since, as mentioned before, the applications strengthen the fundamental concepts, and the necessary elements for their implementation are affordable and convenient for educational institutions. In the future, a test with be performed regarding the robotics course students at Universidad Industrial de Santander to measure the influence of the application on the assimilation of concepts.

Although the test has not been performed yet, by reviewing the results of other authors (Basogain et al., 2007, Yarin & Gamarra, 2022), it’s possible to affirm that augmented reality is particularly enriching in fields that require the development of spatial skills. Additionally, it helps the teacher identify critical areas in (Mayol et al., 2020). In future projects, it’s planned to implement a series of activities with specific goals to evaluate the student’s performance in solving a problem in a similar modality as exposed by these authors.

Compared to a similar work (Mayol et al., 2020), the developed application simulates the trajectory based on a robot located at the educational center. Similar results were obtained in the software development, although the way the trajectory is recorded in three dimensions through different cameras and the implementation of programming in C were highlighted. For future work, registering the path in three dimensions will be added to evaluate the student’s success, and a fixed obstacle guide to assessing the student’s accuracy.

Finally, a study implementing mixed reality (Fang et al., 2012), where the student controls the manipulator through AR glasses for trajectory planning while simultaneously a robot in the facility performs the same path. Although this modality allows testing the user’s training, it won’t be implemented in future work because it makes the presence of the manipulator mandatory and doesn’t show a significant advantage in the learning experience.

In conclusion, by reviewing the work of other authors, greater scope for the project in the future can be dimensioned; however, the test with students to verify how it impacts their learning experience is a priority. It is satisfactory to achieve the goal of creating a low-cost application since it operates on freely available software, the resources required are accessible, and its computational cost is moderate.
CONCLUSIONS

Through the various programs presented, the student promotes learning of augmented reality applications, coordinate system transformation, robotic manipulators, types of joints, degrees of freedom, workspace, and trajectory planning.

The ability to instantly update the parameters measured by the camera, the configuration of the manipulators, and the coordinates of their effectors make AR an interactive technology for learning. By visually representing robotic manipulators in a physical environment, relevant advantages are obtained for trajectory analysis. It allows for direct verification that no collisions or unwanted paths are generated during the course.

The software development is flexible, allowing the user to incorporate any robotic manipulator with few changes in programming. The program corresponding to the trajectory analysis exports the data of each joint for each stored position, the same data that serves as input in the development of control processes.
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